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The linear impulse response of a laminar three-dimensional boundary layer with imposed spanwise
periodic conditions is theoretically analyzed. Because of the imposed spanwise periodicity, a
unidirectional absolute instability is physically significant. The base flow is obtained through a
direct numerical simulation of the flow along a swept cylinder, with periodic boundary conditions
enforced at the spanwise boundaries. It is shown that this flow is absolutely stable. However, it
exhibits crossflow modes of zero group velocity whose damping rate in time is quite slow.
Moreover, these crossflow modes are spatially amplified. A direct numerical simulation of the same
configuration but in the presence of surface roughness has enabled the observation of these traveling
crossflow waves. The introduction of the roughness element in the computation creates initial
transients that play the role of an impulselike forcing, which generates the traveling crossflow waves
as predicted by the theoretical analysis. Depending on the roughness chordwise location, the
frequency and damping rate in time of the crossflow waves change in agreement with the theoretical
results. © 2009 American Institute of Physics. �DOI: 10.1063/1.3147933�

I. INTRODUCTION

In a low-disturbance environment and on a smooth body,
boundary layer transition to turbulence is generally due to
the growth of instability waves within the laminar boundary
layer. In the case of a swept boundary layer, these instability
waves are the so-called crossflow waves, which develop in
the negative pressure gradient region, close to the leading
edge. The transition to turbulence can be decomposed into
four steps. First, the crossflow waves are generated within
the boundary layer through receptivity to various distur-
bances, such as free-stream turbulence or surface roughness.
Next, the crossflow waves are linearly spatially amplified,
until they reach a large enough amplitude to become subject
to nonlinear evolution. This results in saturation of the pri-
mary waves and growth of harmonics. Finally, transition to
turbulence is triggered by a powerful secondary instability of
the saturated vortices. Comprehensive reviews for this tran-
sition scenario are given by Arnal1 and Saric et al.,2,3 among
others. The three last stages of this transition are now quite
well understood. Especially, calculations based on the non-
linear parabolized stability equations are successful in de-
scribing the crossflow wave growth, as demonstrated by
Haynes and Reed4 and direct numerical simulations �DNSs�
are now able to capture the secondary instability mechanism,
as described, for instance, by Bonfigli and Kloker.5

An alternative mechanism to saturation and secondary
instability growth that could trigger the transition to turbu-
lence is absolute instability. A flow is said to be absolutely
unstable if initially localized disturbances spread upstream
and downstream, thereby invading the entire physical do-
main of interest �see Ref. 6, for instance�. For the rotating

disk problem, which has often been used as a model problem
for swept wing flows, previous researchers have found that
both a secondary instability �see Ref. 7� and an absolute
instability �see Ref. 8� are possible. However, the rotating
disk flow possesses an axial symmetry that is not present in
swept wing boundary layers. Consequently, the criteria for
the existence of absolute instability is more stringent in
swept wing flows than in rotating disk flows: Lingwood9 and
Taylor and Peake10 studied Falkner–Skan–Cooke and true
swept wing boundary layers, and showed that these flows do
not support an absolute instability, but do exhibit unidirec-
tional absolute instability.

The present paper is focused on the first stage of the
route to turbulence in a swept wing flow, i.e., the generation
of the crossflow vortices. Over the past decades, many inves-
tigations have been carried out on this subject, mainly based
on experiments or on theoretical approaches. Four main ex-
perimental programs have been performed, by Saric et al. on
a swept wing �see Ref. 11�, Kachanov et al. on a swept flat
plate �see Ref. 12�, Bippes et al. on various models with flat,
concave and convex surfaces �see Ref. 13� and Takagi et al.
on a swept cylinder �see Ref. 14�. These experiments show
that, even if unsteady crossflow waves can be observed, sta-
tionary crossflow waves dominate the transition process in
low-disturbance environments, such as flight conditions.
Moreover, it is shown that the primary cause of stationary
crossflow vortices is surface roughness. Such a property has
been checked by theoretical studies of receptivity in three-
dimensional boundary layers. Especially, Crouch15 and
Choudhari16 independently worked out the technique of fi-
nite Reynolds number theory �FRNT�, which is in the same
framework of the classical asymptotic receptivity theory of
Goldstein17 or Kerschen.18 However, FRNT is based on par-
allel linearized stability equations in the vicinity of surface
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disturbance rather than on triple-deck equations. Therefore,
FRNT allows prediction of receptivity solutions at moderate
Reynolds number in the vicinity of the surface disturbance.
Bertolotti19 recently extended this theory to take into account
the mean-flow nonparallelism, by using an equivalent forc-
ing method based on Fourier transforms. All these ap-
proaches demonstrate that the amplitude of stationary cross-
flow modes generated by the scattering of the mean flow by
surface roughness is much higher than that of traveling
waves due to the interaction of free-stream acoustic waves
with the roughness, which explains the experimental obser-
vations.

Consequently, a numerical simulation dedicated to the
study of surface roughness receptivity in a swept boundary
layer is expected to exhibit only stationary crossflow waves,
as far as no free-stream turbulence is imposed. Very few
papers exist on this subject, as far as the authors are aware.
Collis and Lele20 computed the linearized Navier–Stokes so-
lution in the vicinity of a small surface roughness on a swept
leading edge, and compared it to FRNT results. More re-
cently Schrader et al.21,22 performed a DNS of the Falkner–
Scan–Cooke flow on a swept flat plate in the presence of a
small surface roughness that is sinusoidal in the spanwise
direction. They compared their results to that obtained by the
Bertolotti’s method. In both papers, only stationary crossflow
waves can be observed. In a previous work,23 we performed
a DNS of the flow around a spanwise periodic roughness
array on a swept cylinder. Even if all the boundary condi-
tions were steady, an unsteadiness was observed in the flow.
The present paper is thus dedicated to new direct numerical
simulations of this configuration, and aims at explaining
what is this unsteadiness and where it comes from.

This paper is organized as follows. First of all, the geo-
metrical configuration and the numerical procedure are de-
scribed �Sec. II�. Then, the unsteadiness is presented and its
nature is investigated with the help of a linear stability analy-
sis of the flow without roughness �Sec. III�. Next, we address
the origin of the unsteadiness, and propose a scenario for its
generation �Sec. IV�. Finally, the major findings and conclu-
sions of this study are summarized �Sec. V�.

II. FORMULATION

This section describes the geometry and the numerical
tools used to obtain a DNS of the flow. The section ends with
an explanation of the numerical procedure.

A. Problem description

The flow over a swept cylinder is considered. This
cylinder, shown in Fig. 1, and the flow conditions are similar
to those chosen by Poll:24 the cylinder radius is �dimensional
quantities are indicated by an asterisk� Rc

�=0.1 m, the sweep
angle is �=60° and the incoming flow velocity is
Q�

� =50 m s−1. The cylinder is idealized as having infinite
span. This design is suited to study crossflow instability in
the presence of considerable surface curvature. Two coordi-
nate systems are shown in Fig. 1. Velocity components in the
global coordinates are denoted by u in the vertical �x� direc-
tion, v in the horizontal �y� direction, and w in the spanwise

�z� direction. The incoming velocity is given by
�0,Q�

� cos��� ,Q�
� sin����. In the body-fixed coordinate

system, the chordwise distance to the attachment line is de-
noted as s, the distance normal to the surface is n, and z is
again the spanwise direction. Velocity components in the
�s ,n ,z�-coordinate system are denoted by �vs ,vn ,w�. Infinite
conditions are given by the static pressure P�

� =101 325 Pa
and the density ��

� =1.18 kg m−3. The free-stream incom-
pressible flow over an infinite-span cylinder is given by an
exact potential flow solution, which allows the computation
of the expected laminar boundary layer with an in-house
code. The boundary layer thickness along the attachment
line, defined as the wall-normal distance for which both
Vs

� and W� reach 99.9% of their maximal value, is
�0

�=6.910−4 m. In the following, the lengths in the wall-
normal and spanwise directions are nondimensionalized by
this reference length while the lengths in the chordwise di-
rection are nondimensionalized by the cylinder radius Rc

�

and expressed in degrees. The velocity components are non-
dimensionalized by the chordwise free-stream velocity
U�

� =Q�
� cos���=25 m s−1, and the pressure by ��

� U�
�2. The

reference time scale is the free-stream convective scale
Rc

� /U�
� .

It must be pointed out that the considered boundary layer
is unstable to crossflow instability since the flow is strongly
accelerated with a rather large unit Reynolds number, but is
stable to attachment line instability since the spanwise
momentum-thickness Reynolds number is R�=202, which is
below the critical value of 230 given by the linear stability
theory and observed in many experimental studies, as ex-
plained for instance by Arnal.1

The aim of the present paper is to study the stability
properties of the boundary layer in the presence of a span-
wise array of roughness elements. These ones have a paral-
lelepipedic shape and are distributed along a line parallel to
the attachment line. Two spatial configurations are studied: in
case A, the chordwise center of the roughness array is lo-
cated at sR=7.6°, while in case B it is located at sR=13.8°.
The exact locations of the upstream and downstream wall of
each roughness element �su and sd, respectively� are given in
Table I. The spanwise spacing between the roughness ele-
ments is �z=13. The choice of these specific values comes

� �

�

� �

�

�
�

�
�

�

FIG. 1. Swept cylinder geometry.
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from a previous study,23,25 in which the roughness array had
been designed to generate the stationary crossflow instabili-
ties whose neutral stability line was the closest to the attach-
ment line. �The neutral line for the steady �z=13 crossflow
wave is located at s=10.4°, the neutral line for its first har-
monic ��z /2 spanwise wavelength� is located at s=14.3°.� In
the following, the roughness elements size will be varied, in
both cases A and B. The corresponding height h and span-
wise extent lz are given in Table I, as well as the roughness
Reynolds number Reh, which is based on the roughness
height and on the local velocity and kinematic viscosity at
this height in the undisturbed boundary layer. It must be
emphasized that the highest roughness elements are small
enough not to trigger the transition to turbulence.

B. Numerical methods

DNSs are performed to compute the flow around the
cylinder, in both configurations: either the cylinder is smooth
or there is a roughness array on its surface. The system of the
compressible Navier–Stokes equations is solved numerically
using the multipurpose in-house solver SABRINA.26

The Navier–Stokes equations are discretized using high-
order numerical schemes and structured multiblock meshes.
The spatial scheme is a classical fourth-order accurate cen-
tered explicit finite difference discretization, while a compact
explicit third-order accurate Runge–Kutta algorithm is used
for time advancement. Since such a centered scheme is not
dissipative, it does not prevent the growth of spurious high-
frequency numerical errors, and therefore requires a stabili-
zation step. For that purpose, a tenth-order accurate symmet-
ric linear filter is applied to the flow variables at each time
step. The curvilinear extension strategy proposed by Visbal
and Gaitonde27 has been retained to handle complex geom-
etries. The resulting scheme is quite classical in aeroacous-
tics, and has been extensively used for both aerodynamic and
acoustic computations. Among other examples, this method
has been used for direct numerical simulations of nonlinear
global modes in hot jets, in Lesshafft et al.28 The flow over
the swept cylinder is modeled using an ideal gas where both
the specific heat at constant pressure and the specific heat at
constant volume are constant. The ratio of specific heat is
1.4, the Prandtl number is Pr�=0.72. The dynamic viscosity
is computed thanks to Sutherland’s law.

To simulate the effects of the periodic roughness array,

the computational domain contains a single roughness ele-
ment centered at z=0, as shown in Fig. 2, and periodic
boundary conditions are imposed in the spanwise direction at
z= ��z /2. The same computational domain is used to com-
pute the flow about the smooth cylinder.

Therefore, the three-dimensional curvilinear structured
grid is made of eight subdomains, the eighth one represent-
ing the roughness element. In every case given in Table I,
this subdomain is made of five points in the chordwise di-
rection, seven points in the wall-normal direction; in cases
A1, A2, A3, B1, and B2, nine points are used in the spanwise
direction, while 27 points are used in case B3. Depending on
whether the flow with or without roughness is computed,
different conditions are enforced at the boundaries of this
subdomain. In the case of the no-roughness computation, the
subdomain No. 8 is connected to the other ones, and the flow
is computed inside it. On the contrary, in the roughness case,
adiabatic, no-slip conditions are enforced at the boundaries
of this subdomain, and the flow is only computed on the
seven other subdomains.

The computational domain is limited to the upper half of
the flow field since the x=0 plane is a plane of symmetry. An
adiabatic, no-slip condition is imposed at the wall surface.
Nonreflecting characteristic boundary conditions29 are ap-
plied for the inflow boundary, which is located at n=20. The
outflow condition is treated thanks to the use of a “sponge
region” �progressive stretching of the computational grid in
the chordwise direction� starting at s=23.7°, which aims at
damping the flow fluctuations. Finally, the whole mesh is
made of about 3.5 millions points, with at least 61 points in
the �n� direction within the boundary layer at s=0°. In pre-
vious studies,23,25 the boundary layer computed around the
smooth cylinder has been compared to the boundary layer
predicted by a boundary layer code. It was shown that 61
points in the �n� direction were enough to resolve correctly
the boundary layer.

C. Numerical procedure

To obtain the flow in the presence of the roughness array,
a two-phases procedure is used, each phase being decom-
posed into an initialization step followed by the computation
step:

TABLE I. Spatial characteristics of the roughness array in each studied
configuration. su, sd and sR denote the upstream, downstream and central
chordwise locations of the roughness element.

su sd sR �z lz /�z h Reh

Case A1 0.1 43.7

Case A2 7.3° 7.9° 7.6° 13 1/8 0.075 24.6

Case A3 0.05 11

Case B1 1/8 0.1 44.2

Case B2 13.5° 14.1° 13.8° 13 1/8 0.075 25.1

Case B3 3/8 0.1 44.2
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FIG. 2. Roughness array on the swept cylinder.
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�I.1� The flow is initialized in the whole computational
domain with the exact potential flow solution. This
solution is valid for an incompressible flow, but for
the considered incoming flow velocity of 50 m s−1,
the compressibility effects are weak and are not ex-
pected to influence significantly the properties of the
studied flow.

�I.2� Next, the Navier–Stokes equations are solved in the
no-roughness configuration until a stationary solution
is reached in the whole domain. This solution will be
denoted as the base flow solution �Vs

cyl ,Vn
cyl ,Wcyl� in

the following sections. It depends only on the s and n
locations.

�II.1� In the second phase the roughness element is taken
into account, i.e., no-slip conditions are imposed at
the boundaries of the roughness subdomain. The pre-
vious base flow is used as an initial flow field. It must
be noted that this initial flow field does not match the
boundary conditions at the roughness wall.

�II.2� The Navier–Stokes equations are solved in the with-
roughness configuration. The obtained flow field is
fully tridimensional.

The introduction of the roughness element in the com-
putation can be summarized by the sketch in Fig. 3. The

computation without roughness �phase �I�� corresponds to
t�0, while the computation with roughness �phase �II�� cor-
responds to t	0. The flow field at t=0− is used to initialize
the with-roughness computation.

Each q component of the flow �velocity, pressure, etc.�
obtained in the with-roughness computation can be decom-
posed into a steady and an unsteady part:

q�s,n,z,t� = �q�0�s,n,z� + q̃�s,n,z,t� , �1�

where the steady part �q�0 contains the base flow solution
Qcyl.

This paper focuses on the unsteady solution q̃ only;
Secs. III and IV will investigate the nature of this unsteadi-
ness and its origin.

III. NATURE OF THE UNSTEADINESS

A. Temporal and spatial structure

Figure 4 displays the time evolution of the v velocity
component �each flow component has a similar time evolu-
tion� at various chordwise locations, from the starting
�t=0� of the with-roughness computation �see Fig. 3�. Figure
4�a� corresponds to the case A1, where the roughness element
is centered at s=7.6°, while Fig. 4�b� corresponds to the case
B1, where the roughness element is centered at s=13.8°. The
roughness size is the same in each case, as given in Table I.

In both cases, the flow is steady upstream of the rough-
ness location �line s=0.1° in Fig. 4�a� and lines s=0.1° and
s=10° in Fig. 4�b�� and unsteady downstream of the rough-
ness location �line s=10°, 20°, and 23.5° in Fig. 4�a� and
lines s=15.6°, 20°, and 23.5° in Fig. 4�b��. This unsteadiness
propagates in the chordwise direction, and its amplitude in-
creases with s. In case B1, the unsteadiness is damped in time
and at the end of the computation �t=2.4�, the flow is steady
almost everywhere. On the contrary, in case A1 the damping
rate is almost zero and the unsteadiness oscillation looks
self-sustained.

Consequently, we focus on case A1 to investigate the
spatial structure of the unsteadiness. The steady flow field
�q�0 �see Eq. �1�� is defined as the mean value in time of the

�

��

� � �

� � � �

FIG. 3. Roughness height vs time. �I� corresponds to the no-roughness com-
putation, �II� to the with-roughness computation.
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FIG. 4. �Color online� v velocity vs time, evaluated at n=1, z=0, and at various chordwise locations. The symbols correspond to the same s values in �a� and
�b�, except that an additional chordwise location is plotted in �b�. �a� Case A1; sR=7.6°. �b� Case B1; sR=13.8°.
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instantaneous flow field q. The computation is carried out
until this steady flow field is spatially converged in the whole
domain. A discrete Fourier transform of the fluctuating flow
field q̃=q− �q�0 shows that it is harmonic in time with a
frequency fA1

=13.6�0.2 �a more accurate value is unreach-
able with this method because of the Fourier resolution limit
associated to such a short signal length�:

q̃�s,n,z,t� = g�s,n,z�cos�2
fA1
t + ��s,n,z�� .

Figure 5 displays the fluctuating chordwise velocity
component in a plane �s ,z� above the roughness top and in a
plane �z ,n� downstream of the roughness element. �The local
boundary layer thickness is defined as the wall-normal dis-
tance for which both Vs

cyl and Wcyl reach 99% of their maxi-
mal value. This definition differs from that chosen to evalu-
ate the reference length �0

�.� Similar figures are obtained for
the other velocity components. The fluctuating velocity can
only be seen downstream of the roughness location. More-
over, the velocity oscillates in both s and z directions, and is
amplified in the s direction. A spatial discrete Fourier trans-
form has been performed in the z direction, which shows
that, up to s=16.5°, the fluctuating flow field is harmonic in
z with a spanwise wavenumber equals to 2�z, where �z

stands for 2
 /�z. Further downstream, the spatial Fourier
spectrum contains more wavenumbers, which is in agree-
ment with the spatial evolution displayed in Fig. 5�a�.

Finally, between s=sR and s=16.5° and after the tran-
sients, the fluctuating flow field evolves like a wave, and
reads as

q̃�s,n,z,t� = R�q̂�n�ei�ks+2�zz−
t�� , �2�

where R stands for the real part, k is a complex chordwise
wavenumber, which depends on s, and 
=
A1

=2
fA1
. A

similar wavelike evolution is found in cases A2 and A3: there
is a change in the amplitude of the fluctuation �the smaller
the roughness height, the smaller the amplitude�, but the
spanwise wavenumber is the same and there is almost no
change in the frequency, as displayed in Table II. In cases B1,
B2, and B3, the fluctuating flow field can be modeled in the
same way, except that the circular frequency 
 has to be a
complex number to take into account the damping in time.

The corresponding frequencies are given in Table II. Figure 6
displays the flow field obtained after the unsteadiness has
been damped. It is shown in Ref. 25 that it corresponds to the
steady crossflow wave with spanwise wavenumber �z.

B. Comparison to the linear stability theory

In order to find out the exact nature of the fluctuating
flow field, a spatial linear stability analysis is performed on
the base flow. The classical linear stability theory of parallel
flows is used �the nonparallel effects do not influence signifi-
cantly the comparison between the DNS results and the re-
sults of the linear stability analysis �see Ref. 25��; this means
that the base flow �Vs

cyl ,Wcyl� is assumed to be independent
of s and that the wall-normal velocity Vn

cyl is neglected. At
each chordwise location small fluctuations are decomposed
into elementary instability waves

qiw�s,n,z,t� = q̆�n�ei��s+�z−
t� �3�

of complex chordwise wavenumber �, real spanwise wave-
number �, and real circular frequency 
. The perturbation q̆
satisfies the Orr–Sommerfeld equation for three-dimensional
flows, which is solved after enforcement of appropriate
boundary conditions at n=0 and n=nmax.

The traveling crossflow waves qiw associated with the
spanwise wavenumber �=2�z are computed for three fre-
quencies in the range of the DNS frequency fA1

. The chord-
wise evolution of the obtained chordwise wavenumber � is
plotted in Fig. 7. Both their real and imaginary parts are quite
sensitive to the frequency. However, whatever the chosen
frequency, the traveling crossflow wave is spatially amplified
�i.e., �i�0� for almost every chordwise location downstream
of the roughness location in case A1 �sR�8°�.
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FIG. 5. �Color online� Fluctuating chordwise velocity ṽs in the case A1. The roughness top is at n=0.1. The location of the roughness element is represented
by the black rectangle. The dashed line displays the local boundary layer thickness. �a� n=0.25. �b� s=15.6°.

TABLE II. Frequency of the fluctuating flow field in each studied configu-
ration. In the B cases the frequency has an imaginary part.

Case A1 Case A2 Case A3 Case B1 Case B2 Case B3

f 13.6 13.7 13.9 12–0.48i 12–0.55i 12–0.40i
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As shown in Sec. III A, the DNS fluctuating flow field in
case A1 behaves like a wave. Therefore, its spatial evolution
is compared to that which is obtained by the Orr–
Sommerfeld analysis. Figure 8 displays the amplitude and
real part of the DNS chordwise velocity fluctuation, denoted
as v̂s�n�exp�iks� in Eq. �2�. The results of the Orr–
Sommerfeld analysis are also plotted; the s-dependency of
the computed chordwise wavenumber � is taken into account
by plotting �v̆s�n��exp�−	s0

s �i���d�� in Fig. 8�a� and
R�v̆s�n�cos�	s0

s �r���d��� in Fig. 8�b�. The traveling crossflow
wave which is in best agreement with the DNS fluctuation is
the one of frequency f =13.8 concerning the chordwise am-
plification and the one of frequency f =13.6 concerning the
chordwise oscillation �that is why only this frequency is plot-
ted in Fig. 8�b��. Regardless of this slight uncertainty on the
frequency, the comparison between the DNS and Orr–
Sommerfeld results is very satisfactory. This means that the
DNS fluctuation is a traveling crossflow wave, at least until
s�16.5°. It is not true anymore downstream of this chord-
wise location, which agrees with the previous observation
that then the DNS fluctuating flow field is not constituted by
the 2�z spanwise harmonic only.

In order to confirm that the DNS fluctuation is indeed a
traveling crossflow wave, the wall-normal evolution of q̂ is

compared in Fig. 9 to that of the eigenmode q̆ computed for
f =13.8. The agreement is very good for each velocity com-
ponent. The plots in Fig. 9 correspond to the chordwise lo-
cation s=14°, but a similar agreement is found at every
chordwise location, up to s�16.5°.

Finally, all these results prove that the fluctuating flow
field obtained in the case A1 of the DNS computations is a
traveling crossflow wave of spanwise wavenumber 2�z and
of frequency f �13.8. It must also be noted that for cases A2

and A3, the amplitude of the fluctuation differs from that
obtained in case A1, but not the wall-normal shape: it is
always the same as the one of the crossflow eigenmode. In
Sec. IV, we will investigate the origin of the unsteady wave
obtained in the DNS.

IV. ORIGIN OF THE UNSTEADINESS

Two main hypotheses arise to explain the origin of the
unsteadiness:

�1� an instability of the recirculation zone around the rough-
ness element and

�2� an absolutelike instability mechanism of the base flow.

In this section each hypothesis is investigated.
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FIG. 6. �Color online� Steady chordwise velocity �vs�0−Vs
cyl in the case B1. The roughness top is at n=0.1. The location of the roughness element is

represented by the black rectangle. The dashed line displays the local boundary layer thickness. �a� n=0.25. �b� s=15.6°.
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A. Instability of the recirculation zone?

Because of the grid topology, the roughness shape has a
strong forward facing kink that can trap a recirculation zone
under it. Many papers have studied the separation zones cre-
ated by a two-dimensional �i.e., independent of z� forward or
backward facing step in a channel, but the studies in bound-
ary layers are much more scarce, especially for three-
dimensional roughness elements. To the authors’ knowledge,
only Smith and Walton30 gave detailed information on the
flow past a three-dimensional steep-edged roughness. Their
study is based on the triple-deck formulation. They show that
the length of the upstream separation region is about Reh

1/4,
but they do not give such a precise criterion for the down-
stream separation zone. They show moreover that the three-
dimensional effects are only significant at the spanwise tips
of the roughness element. The size of the separation regions
can therefore be roughly estimated by the results on two-
dimensional roughness elements. Such an experiment has
been performed by Saric, Krutckoff, and Radeztsky at the
Arizona State University �private communication with Dr.
Saric�. They obtained a length of the downstream separation
region that was about one to four times the roughness height

for roughness elements whose Reh value was between 1 and
40. The length of the upstream separation region was about
ten times smaller.

All these results show that in the present configuration,
the length of the downstream separation region would be
about a few h. However, the size of the computational cells
around the roughness element is about 16h in both s and z
directions. The present mesh is therefore too coarse to cap-
ture the separated zone around the roughness element and
any associated Kelvin–Helmholtz instability mechanism.

B. Absolutelike instability of the base flow

As explained in Sec. III A, the spatiotemporal character-
istics of the DNS unsteadiness do not depend on the rough-
ness height, and the time evolution of the DNS fluctuation in
case A looks like self-sustained oscillations, while in case B
there is an exponential damping in time. These results make
us study the linear response of the base flow to an initial
forcing, which is at the source of the concept of absolute and
convective instability.31 For absolutely unstable flows the be-
havior of the response induced by an impulse forcing at a
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fixed spatial location is dominated by the absolute wavenum-
ber corresponding to a zero group velocity. If the imaginary
part of the associated absolute frequency 
0 is negative, the
flow is convectively unstable, while it is absolutely unstable
if the imaginary part of 
0 is positive. The absolute wave-
number and frequency correspond to a singularity of the dis-
persion relation that must fulfill a pinching requirement; such
pinching points can be found by using the Briggs–Bers
criterion.32,33

As mentioned in Sec. I, Lingwood9 and Taylor and
Peake10 analyzed the linear impulse response of both
Falkner–Skan–Cooke and true swept wing boundary layers.
Because of the three-dimensional nature of the base flow,
they searched for pinching points in both spanwise and
chordwise wavenumber planes. Each wavenumber plane ex-
hibits pinching points, but no simultaneous pinching was ob-
served. That means that a true absolute instability does not
exist for these boundary layers: the disturbance group veloc-
ity can go to zero in one direction but the disturbance will
still convect in the other direction and therefore will leave
the initial position free.

The absence of absolute instability in swept wing bound-
ary layers was also experimentally investigated by White.34

He considered a spanwise array of variable-amplitude
leading-edge roughness and, during a single, continuous
wind-tunnel run, increased the roughness amplitude from a
flush configuration to an active roughness state and then
came back to the initial inactive state where the roughness is
flush with the wing surface. White checked that the flow was
laminar in the initial inactive configuration, then became tur-
bulent when the roughness were activated, and finally re-
verted to a laminar state when the roughness amplitude was
decreased to the original inactive amplitude. The absence of
a hysteresis effect proved that the flow was absolutely stable.

In White’s configuration the roughness is spanwise peri-
odic, as in the present study, but the roughness elements have
a finite spanwise extent. The forcing with the variable-
amplitude roughness bears a resemblance with that obtained
in the present DNS �see the sketch in Fig. 3�, except that the
step-function-type forcing is necessarily smoother in an ex-
periment than in a numerical simulation. On the other hand,

White was looking for an absolute instability of a basic flow
which had been nonlinearly modified by the roughness-
induced stationary crossflow waves. Therefore, the spanwise
spacing between the roughness elements was chosen in order
to force the most amplified stationary mode, which is not the
case in the present simulation: the obtained crossflow waves
are only weakly amplified. Our DNS thus represents a subtly
different situation than White’s experiments.

The present configuration is also different from that
studied by Lingwood or Taylor and Peake: as periodicity is
enforced in the spanwise direction, the spanwise wavenum-
ber is fixed to a real multiple of �z and an impulse response
analysis in the spanwise wavenumber plane is meaningless.
Indeed, our configuration behaves as if there was a spanwise-
infinite system of excitation: any disturbance will build on
itself along the span. Consequently, the studied configuration
is much more like that of a rotating flow, for which only the
chordwise wavenumber plane has to be studied because the
axial symmetry forces � to be a real number �see Ref. 8�.

The response of the DNS-computed base flow
�Vs

cyl ,0 ,Wcyl� to an initial forcing is thus studied by using the
Briggs–Bers criterion in the complex chordwise wavenum-
ber plane only, for the fixed spanwise wavenumber 2�z. The
dispersion relation of the three-dimensional Orr–Sommerfeld
equation is used. This analysis is performed at two chordwise
locations: s=7.6° and s=13.8°. The map of the 
 plane into
the � plane under the dispersion relation is shown in Fig. 10,
for both chordwise locations. The lines without symbols cor-
respond to the spatial branches obtained by varying 
 along
straight lines parallel to the real 
-axis, while for the lines
with symbols 
r is kept constant and 
i is increased. Solid
lines correspond to the crossflow mode and dashed lines
to another mode of the spectrum. Figure 10 shows that a
saddle point forms in the complex � plane. Moreover,
its branches originate from distinct halves of the � plane,
as clearly shown by the lines with symbols. According to
the Brigg–Bers method, this ensures that this pinch point
�0 is the absolute wavenumber associated to the long-time
behavior of the impulse response. The corresponding branch
point is 
0=88−0.56i �f0=14−0.09i� for s=7.6° and

0=78.5−3.89i �f0=12.5−0.62i� for s=13.8°. As the imagi-
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FIG. 10. �Color online� Mapping of the complex 
-plane into the complex �-plane. Results from the dispersion relation of the Orr–Sommerfeld equation,
applied to the DNS-computed base flow. The spanwise wavenumber is �=2�z. �a� s=7.6°. �b� s=13.8°.
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nary part of 
0 is negative, the flow is convectively unstable
at both chordwise locations. However, at s=7.6° the imagi-
nary part of the absolute frequency is very low, which means
that the damping in time of the impulse response will be
weak.

All these results match with the time characteristics of
the DNS unsteadiness: s=7.6° corresponds to the roughness
location in case A, i.e., to the location where perturbations
are introduced at the beginning of the with-roughness com-
putation. Indeed, as explained in Sec. II C, the with-
roughness computation is initialized with the no-roughness
flow field, i.e., �Vs

cyl ,Vn
cyl ,Wcyl�, which is nonzero at the

roughness wall. Consequently, strong initial transients arise
because of the necessary development of the complex flow
pattern that allows the flow to wrap around the roughness
element. These transients play the role of a causal forcing,
which is not strictly speaking impulsive since these tran-
sients do not disappear instantaneously, but is almost impul-
sive since the flow structure around the roughness element is
fully established long before the end of the simulation. It has
been shown that the absolute frequency predicted by the im-
pulse response analysis is f0=14−0.09i. This value differs
from the fA1

, fA2
, or fA3

values �given in Table II� by less than
3%. On the other hand, s=13.8° corresponds to the rough-
ness location in case B. The absolute frequency predicted by
the impulse response analysis is f0=12.5−0.62i, which dif-
fers from the fB1

, fB2
, or fB3

values �see Table II� by less than
4%. These slight differences may be due to the nonparallel
and surface curvature effects, which are taken into account in
the DNS computations, but not in the linear impulse re-
sponse analysis.

Moreover, it has been seen that the DNS unsteadiness is
the same traveling crossflow wave in each case A1, A2, and
A3, but with a different amplitude �this is also true for cases
B1, B2, and B3�. This behavior is in agreement with a linear
impulse response of various level, associated with the vari-
ous strengths of the transients due to the initialization pro-
cess: the smaller the roughness element, the weaker the ad-
justments needed to fulfill the no-slip boundary condition.

All these results let us think that the origin of the trav-
eling crossflow wave observed in the DNS computations
is a “quasi-absolute” instability mechanism of the no-
roughness flow field: these instability waves are convectively
unstable and absolutely stable, but with an imaginary part of
the absolute frequency �i.e., their damping rate in time�
which is small enough to make them visible in the DNS
computations.

Finally, a discussion can be made on an eventual insta-
bility of the numerical computation. Buell and Huerre35

showed that global self-sustained oscillations can be ob-
served in numerical simulations of flows that are convec-
tively unstable everywhere. This spurious global behavior is
due to the outflow numerical boundary conditions that create
destabilizing pressure feedback loops. Cossu and Loiseleux36

studied the influence of finite difference numerical schemes
on the capture of absolute or convective instabilities in open
flows. They showed that sometimes the choice of the scheme
can make a convective instability looks absolute, and vice
versa. We do not think that such an issue is in stake in the

present computations, because of the very good agreement
obtained between the observations in the DNS and the pre-
dictions of the linear impulse theory.

V. CONCLUSIONS

The stability of the laminar boundary layer along a
swept cylinder has been investigated both numerically and
theoretically, in the situation where the boundary conditions
impose a spanwise periodicity. The boundary layer flow has
been computed through a DNS of the Navier–Stokes equa-
tions, which has been validated by comparing its result with
that of a boundary layer code. A second computation has
been performed to obtain the flow in the presence of a sur-
face roughness element. Periodic boundary conditions are
enforced at the spanwise boundaries of the computational
domain to model a spanwise roughness array. The roughness
element has a parallelepipedic shape and is small enough not
to trigger the transition to turbulence. Downstream of the
roughness element the flow exhibits unsteady waves, which
are self-sustained or quickly damped in time depending on
the roughness chordwise location. A spatial linear stability
analysis of the boundary layer flow �i.e., the flow around the
smooth cylinder� has proved that these unsteady waves are
traveling crossflow waves with a spanwise wavelength half
as large as the spanwise size of the computational domain.

The origin of these traveling crossflow waves has been
investigated theoretically. The linear impulse response of the
flow around the smooth cylinder has been analyzed, by tak-
ing into account the imposed spanwise periodicity. There-
fore, the spanwise wavenumber must be an integer multiple
of the wavenumber associated with the spanwise extent of
the computational domain. A unidirectional absolute instabil-
ity analysis is thus significant, since a forcing-induced dis-
turbance that convects in the spanwise direction while grow-
ing in time at a fixed chordwise position, will build on itself
when reaching one of the spanwise boundary of the compu-
tational domain. It has been showed that the flow around the
smooth cylinder exhibits crossflow modes of zero group ve-
locity, whose associated absolute frequency has a negative
imaginary part; consequently, this flow is absolutely stable.
However, there is a chordwise location where the imaginary
part of the absolute frequency is very close to zero. This
location is precisely the one where the presence of a rough-
ness element generates self-sustained crossflow waves in the
DNS computations. Moreover, the frequency of these travel-
ing crossflow waves matches the real part of the absolute
frequency obtained from the linear impulse response analysis
of the flow around the smooth cylinder. A similar agreement
is found between the frequency and damping rate in time of
the crossflow waves generated by a roughness located more
downstream, and the absolute frequency obtained at the cor-
responding chordwise location. Additional DNS computa-
tions have shown that a change in the roughness height or
spanwise extent had an impact on the amplitude of the gen-
erated crossflow waves, but not on their spatiotemporal be-
havior. In fact, when the DNS computation is initialized with
the smooth cylinder flow, strong initial transients arise
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because of the necessary development of the complex flow
pattern that allows the flow to wrap around the roughness
element. These transients are causal �they appear at the be-
ginning of the simulation with the roughness element�, and
are almost impulsive since they disappear as soon as the flow
structure around the roughness surface is established. Our
guess is that such transients play the role of an impulse forc-
ing, which generates the traveling crossflow modes through
the linear impulse response mechanism found out for the
studied boundary layer flow.

Up until now, such an absolutelike instability mechanism
has not been observed in experiments. However, it must be
noted that the present configuration possesses distinctive fea-
tures that are inherent to a numerical simulation and could
hardly be obtained in experiments. First, the roughness ele-
ments appear instantaneously in the boundary layer, while in
most experiments roughness elements are static. A near-
impulsive forcing can be attempted in experiments by imple-
menting variable-amplitude roughness, but such an introduc-
tion of the roughness element would never be as abrupt as in
the simulation. Second, perfectly periodic spanwise bound-
ary conditions are imposed in the numerical simulation,
which is unachievable in practice. Moreover, such a condi-
tion implies that the forcing induced by the transients is ex-
actly the same all along the infinite span. Finally, the physi-
cal conditions used in the present simulation �pressure
gradient, N factor of the crossflow modes� do not correspond
to the most amplified crossflow modes and are consequently
less easily observable in experiments, and the absolute mode
supported by the studied flow is not unstable but only mar-
ginally stable.
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